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1 Introduction

Cloud computing is a big shift from the traditional way businesses think about IT re-
sources. Cloud-computing services cover a vast range of options now, from the ba-
sics of storage, networking and processing power, through to natural language pro-
cessing and artificial intelligence as well as standard office applications. Pretty much
any service that doesn’t require you to be physically close to the computer hardware
that you are using can now be delivered via the cloud. There are lots of service
providers for cloud like Amazon Web Services, Microsoft Azure, Google Cloud, IBM
cloud etc.Google cloud platform is Google’s cloud offering. Similar to AWS and Azure,
Google Cloud also offers services in various categories, including compute, storage,
identity, security, database, AI and machine learning, virtualization, DevOps and many
other technologies.In this project,we focused on Google Cloud and leveraged some of
its services.

1.1 Motivation

The pace at which data is generated has exploded over the last few years. Along with
that cloud services have proved to be a blessing with so many offerings at disposal for
users.The world is moving or has already moved towards cloud computing. Scalability,
reliability,availability and affordability are some of the important factors taken into con-
sideration while moving from traditional on-prem infrastructure to cloud.Machine Learn-
ing is an area of computer science which requires tremendous computing resources
which are most of the times not available with small-scale companies.However,using
cloud services, its possible to train ML models without having to set up own infras-
tructure.In this project we tried to club these 2 cutting edge technologies to create a
triggered ML pipeline wherein the pipeline retrains the ML model whenever new data
is found. Triggers can be time threshold, data threshold or combination of both. We
selected a music recommendation system as our use case as we felt that the under-
lying data in such a system keeps on changing as new songs are released frequently
and the recommendation model should be continuously updated with this new data.
However, such an idea of having a triggered ML pipeline can prove to be beneficial in
many other business domains.

1.2 The Aim of the work

The aim of using Google cloud platform in our project is to understand the architecture
of the cloud computing platform, to understand some of the key components used,
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test the features and understand some of the services. In our project, we used ser-
vices such as Pub-Sub,Data-Flow,BigQuery,Google storage bucket, Google Colab and
Grafana Cloud.
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2 Architecture

The following is the architecture diagram of our project.

2.1 Architecture Diagram

Figure 1 Architecture

2.2 Explanation

The data required by the ML model is initially loaded in the BigQuery tables. The
code to train the model resides in Google Colab platform. Any new generated data
is published to a Pub-Sub topic. A Data-Flow job is configured which monitors data
published to the Pub-Sub topic and writes this new data to BigQuery tables. This
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data from BigQuery tables is continuously monitored by querying it after every specific
interval. In case, if new data is found, the ML pipeline is triggered and Unsupervised
ML model for music recommendation is retrained.The results of the new model are
first stored in Google storage bucket and integrated with Grafana cloud for the user to
monitor.
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3 Fundamental

3.1 Google Cloud

Google Cloud [5] is a cloud computing service suite provided by Google. It provides
various services like machine learning, data storage and analytics. The registration
needs a credit card or bank details but Google does not debit money automatically.
This bank details verification is made to stop the misuse of the resources by the bots
and dummy account holders. The Google Cloud Platform (GCP) [3] is the public cloud
platform from Google that serves as a collection of IaaS and PaaS services to provide
consumers a highly stable and reliable on-demand service. Google cloud services are
well established for the modern developers to develop stable applications and publish
them across the globe. GCP provides many features as a service in the Big Data
analytics, artificial intelligence, and containerization spaces. The GCP IaaS resources
also have a series of physical hardware infrastructure like computers, hard disk drives,
solid state drives, and networking that is contained within Google’s globally distributed
data centers. There are a lots of tools or features that are used to build up the GCP as
a product or suite to the users.

3.2 Machine Learning

Machine Learning [7] is a part of artificial intelligence, where the problem is solved
by considering the historical examples or previous examples. In contrast to artificial
intelligence is machine learning. This is capable of finding hidden patterns within the
data.The practical implementation of machine learning is done by algorithms.Usually,
different machine learning algorithms can be divided into three categories: Supervised
learning, unsupervised learning and reinforcement learning.



6 Fundamental

Figure 2 Types of Machine learning (https://techyexplorer.com)

3.2.1 Supervised Learning

Supervised Learning [7] is a method that attempts to estimate a relationship between
input parameters (independent parameters) and output (target). The discovered rela-
tionship is called a mathematical method. Usually, the model describes phenomena
hidden in the data set. Thus, the output of a data set can be predicted when the output
is unknown.It is useful to distinguish between two main supervised models: Classifica-
tion models (classification) and Regression models. The regression models map the
input space in a real value domain. For example, a regressor may predict the demand
for a particular product based on its characteristics. On the other hand, classifications
map the input space into predefined classes.

https://techyexplorer.com
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Figure 3 Demonstration of Supervised learning

3.3 Unsupervised Learning

In some pattern recognition problems, the training data consists of a set of input vectors
x without any corresponding target values. The goal in such unsupervised learning
problems may be to discover groups of similar examples within the data, where it is
called clustering [6], or to determine how the data is distributed in the space, known as
density estimation. To put forward in simpler terms, for a n-sampled space X1 to Xn,
true class labels are not provided for each sample, hence known as learning without
teacher.

Figure 4 Demonstration of Unsupervised learning (https://medium.com)

https://medium.com
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3.3.1 K Means Clustering

K-Means [6] is one of the simplest unsupervised learning algorithms that solves the well
known clustering problem. The procedure follows a simple and easy way to classify a
given data set through a certain number of clusters (assume k clusters). The main
idea is to define k centres, one for each cluster. These centroids should be placed in a
smart way because of different location causes different result. So, the better choice is
to place them as much as possible far away from each other. The next step is to take
each point belonging to a given data set and associate it to the nearest centroid. When
no point is pending, the first step is completed and an early groupage is done. At this
point we need to re-calculate k new centroids as barycenters of the clusters resulting
from the previous step. After we have these k new centroids, a new binding has to
be done between the same data set points and the nearest new centroid. A loop has
been generated. As a result of this loop we may notice that the k centroids change
their location step by step until no more changes are done. In other words centroids
do not move any more.

Figure 5 K-Means Clustering Demonstration

3.4 Recommendation Systems

Recommendation engines [1] are a subclass of machine learning which generally deal
with ranking or rating products / users. Loosely defined, a Recommender System [8] is
a system which predicts ratings a user might give to a specific item. These predictions
will then be ranked and returned back to the user.

They’re used by various large name companies like Google, Instagram, Spotify, Ama-
zon, Reddit, Netflix etc. often to increase engagement with users and the platform.
For example, Spotify would recommend songs similar to the ones you’ve repeatedly
listened to or liked so that you can continue using their platform to listen to music.
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3.4.1 Content Based Recommendation

Content based systems generate recommendations based on the users preferences
and profile. They try to match users to items which they have liked previously. The level
of similarity between items is generally established based on attributes of items liked
by the user. Unlike most collaborative filtering models which leverage ratings between
target user and other users, content based models focus on the ratings provided by the
target user themselves. In essence, the content based approach leverages different
sources of data to generate recommendations.
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4 Cloud Services Used

Our project revolves around setting up a triggered Machine Learning[1] model for music
recommendation system using multiple cloud services.For our project we used the free
trial offered by google cloud. The free trial is valid for first time Google Cloud[2] users
only. Registration requires country selection and payment profile creation. Payment
profile can be created with your name, address and credit card or bank account. Once
the registration is done we get a 90 days free trial with 300 USD credit. The free trial
subscription ends after 90 days or if the credit is over before 90 days. Once the credit is
over we have to purchase more credit or pay according to your usage. We have to pay
for what we use and GCP has a price calculator for estimating our needs and usage.

Services Description

Compute App Engine - Infrastructure as a Service to run Microsoft
Windows and Linux virtual machines.

Big Data (Big
Query)

Big Query - Scalable, managed enterprise data warehouse
for analytics.
Cloud Pub/Sub - Scalable event ingestion service based on
message queues.
Cloud Dataflow - Managed service based on Apache Beam
for stream and batch data processing.

Management
Tools

Cloud Console - Web interface to manage Google Cloud
Platform resources.

Storage and
Databases

Cloud Storage - Object storage with integrated edge
caching to store unstructured data.

Table 1 Table of the Google Cloud services used

4.1 Pub-Sub Service

Pub/Sub allows services to communicate asynchronously, with latencies on the order
of 100 milliseconds.

Pub/Sub is used for streaming analytics and data integration pipelines to ingest and
distribute data. It’s equally effective as a messaging-oriented middleware for service
integration or as a queue to parallelize tasks.

Pub/Sub enables you to create systems of event producers and consumers, called
publishers and subscribers. Publishers communicate with subscribers asynchronously
by broadcasting events, rather than by synchronous remote procedure calls (RPCs).
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Publishers send events to the Pub/Sub service, without regard to how or when these
events are to be processed. Pub/Sub then delivers events to all the services that
react to them. In systems communicating through RPCs, publishers must wait for
subscribers to receive the data. However, the asynchronous integration in Pub/Sub
increases the flexibility and robustness of the overall system.

4.2 Dataflow Service

Google Cloud Dataflow is a cloud-based data processing service for both batch and
real-time data streaming applications. It enables developers to set up processing
pipelines for integrating, preparing and analyzing large data sets, such as those found
in Web analytics or big data analytics applications.

Cloud Dataflow can take data in publish-and-subscribe mode from Google Cloud Pub-
/Sub middleware feeds or, in batch mode, from any database or file system. It agnos-
tically handles data of varying sizes and structures using a format called PCollections,
which is short for "parallel collections." The Google Cloud Dataflow service also in-
cludes a library of parallel transforms, or PTransforms, which allow high-level program-
ming of often-repeated tasks using basic templates; in addition, it supports developer
customization of data transformations.

4.3 BigQuery Table

Google BigQuery is a serverless, highly scalable data warehouse that comes with a
built-in query engine. The query engine is capable of running SQL queries on terabytes
of data in a matter of seconds, and petabytes in only minutes. You get this performance
without having to manage any infrastructure and without having to create or rebuild
index

4.4 Google Storage Bucket

Google Cloud Storage is a RESTful online file storage web service for storing and
accessing data on Google Cloud Platform infrastructure. The service combines the
performance and scalability of Google’s cloud with advanced security and sharing ca-
pabilities. It is an Infrastructure as a Service (IaaS)
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4.5 Google Colab

Colaboratory, or “Colab” for short, is a product from Google Research. Colab allows
anybody to write and execute arbitrary python code through the browser, and is espe-
cially well suited to machine learning, data analysis and education. More technically,
Colab is a hosted Jupyter notebook service that requires no setup to use, while provid-
ing access free of charge to computing resources including GPUs.

4.6 Grafana Cloud

Grafana Cloud[4] is a highly available, performant, and scalable observability platform
for your applications and infrastructure. It provides a centralized view over all of your
observability data, whether the data lives in Grafana Cloud Metrics services or in your
own bare-metal and cloud environments. With native support for many popular data
sources like Prometheus, Elasticsearch, and Amazon CloudWatch, all you have to do
to begin creating dashboards and querying metrics data is to configure data sources
in Grafana Cloud.
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5 Implementation Details

5.1 About Data

We have taken data from spotify which includes various features of songs.

The features of the songs are :
[’valence’, ’year’, ’acousticness’, ’danceability’, ’durationms’, ’energy’, ’explicit’, ’instru-
mentalness’, ’key’, ’liveness’, ’loudness’, ’mode’, ’name’, ’releasedate’, ’popularity’,
’speechiness’, ’tempo’]

Figure 6 Song Data CSV1

Figure 7 Correlation of Features
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This is representation of the data given

Figure 8 Value of Variables over the Year

5.2 Google Cloud: Creating BigQuery Table

We used [2]Google BigQuery tables for storing and staging the datasets required for
training the ML model.

5.2.1 Steps

(1) The first step is to create a Dataset which acts as a container for all your
tables.

(2) For creating tables ,Bigquery provides us multiple options,we chose the "Up-
load option",which allows us to create a schema based on the data file which
we upload.
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Figure 9 Creating BigQuery table

5.3 Google Cloud Storage: Creating Google Storage Bucket

A google storage bucket is used in our project as its required by the DataFlow job as
a temporary storage location.Its also used later to store the visualisation output of our
ML model to be rendered in Grafana.

5.3.1 Steps

(1) Storage bucket can be created via user interface or via cloud shell command
line.We used the cloud shell to create the storage bucket.

Figure 10 Creating Storage Bucket
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5.4 Setting up ETL Pipeline using PubSub and DataFlow

An ETL pipeline has to be created so that new music data can be loaded to BigQuery
in realtime.For this purpose,we first create a topic in pubsub and then create a dataflow
job which reads data from the Pub-Sub and writes it to BigQuery.

5.4.1 Steps

(1) The first step is to create a Pub-Sub Topic.

Figure 11 Creating Pub-Sub Topic

(2) For creating the Dataflow job,we can use the PubSub-BigQuery template
and provide it the pub-sub topic name , BigQuery table identifier and the
storage bucket location for temporary storage.
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Figure 12 Creating Data-Flow Job

5.5 Creating Service Account and generating key

A GCP service account is a type of Google account proposed to interact with non-
human users that requires authentication to be confirmed in order to fetch information
over Google APIs.In other words,we require the service account so that we can use the
Google APIs in our application.In our project,we needed the service account for pub-
lishing data to Pub-Sub,interacting with BigQuery tables and pushing data to Google
storage bucket.

5.5.1 Steps

(1) The first step is to create a Service Account which can be done by navigat-
ing to IAM and Admin product panel ,selecting service accounts and clicking
on "Create Service Account".

(2) The next step is to add the appropriate roles/permissions to the Service Ac-
count such as Pub-Sub Admin,BigQuery Admin etc so that we can use the
respective APIs via the Service Account.
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(3) The final step is to generate and download the key which can be used in our
code for authentication purpose.

Figure 13 Creating Service Account

Figure 14 Grant Roles to Service Account
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Figure 15 Generate Service Account Key

5.6 Setting up Grafana

5.6.1 Getting Started

1. Navigate to https://grafana.com/products/cloud/
2. Click Start for free on the banner.
3. Follow the instructions to finish setting up your account and access the Cloud Portal.
4. Choose an URL for your dashboard. 5. Add other users if required

5.6.2 Adding Data Source

1. Install Plugin for Big Query
2. Configure credentials by uploading jwt token

https://grafana.com/products/cloud/
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Figure 16 JWT Token Upload

5.6.3 Dashboard

1. Create a new dashboard

2. Add various panels and rows

Figure 17 Creating a Dashoard
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5.6.4 Display Data

1. Add a panel

2. Selection correct visualization of the data

Figure 18 Choose a visualization

3. Build the query by selecting Project, dataset, Table and columns

Figure 19 Build Query

4. Show the recommendations
5. To obtain Clustering Image from Bucket, add a panel of text. Add link of the Google
Bucket to html src tag and image will be displayed
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Figure 20 Display Clustering Image

5.7 Code Sequence

Our code is running in Google Colab. We have created a pipeline so that all the steps
are performed in a single go. This pipeline has triggers attached. For now we have
attached time trigger to it.
Working: Once the new data crosses a certain threshold, the pipeline or main function
is called. This pipeline is checked every certain interval (depends on business use
case).
In pipeline, the complete data is clustered using K-means. Then new recommendations
are generated and shown on grafana to user.

Recommendations: The recommendations shown are content based which means
we provide the history of the songs liked or listened by the user and based on the data,
similar songs are recommended. The similar or recommended songs are figured out
by using cosine similarity with the clusters obtained from K-means.
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Figure 21 Recommendation example

Figure 22 Code and Pipeline
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6 Evaluation and Results

As shown in Figure 21 and Figure 22. Some songs from user (user data) are passed to
the model. The main function is pipeline with the time trigger of 150s. Here after every
150seconds (for demonstration purpose), BigQuery table count is checked. Incase
there are new songs in the database, code transfer to if loop and the model is retrained
again and new recommendations are generated. We are using KMeans unsupervised
learning algorithm for generating clusters, then using the user data and cosine similarity
to recommend new songs to the user. Refer the Figure 23

The Grafana cloud https://hiscloud.grafana.net/ dashboard is being used to monitor the
model stats, recommendations and cluster image generated. Refer the Figure 23

Figure 23 Generated Clusters

Figure 24 Dashboard

https://hiscloud.grafana.net/
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7 Summary

In the following, the essentials of this work are summarized.

7.1 Summary

In this project, we understood that how an application can be created by leveraging
services of Google Cloud Computing platform. We leveraged some of the important
services of the google cloud like storage bucket, Pub-Sub, Data-flow, BigQuery and
Google Colab. We implemented a trigger approach via which a ML model can be
retrained whenever new data is available. Overall, we achieved our goal of getting
hands on with some of the cloud services. Cloud computing can be considered as
the future of computing world and sooner or later, most of the companies would move
from the traditional on-prem infrastructure to cloud or at least use some of the cloud
services.
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