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ABSTRACT

Traditional methods of rat detection, such as visual inspec-
tions and traps, can be time-consuming, expensive, and in-
effective. In recent years, machine learning algorithms have
shown promise for detecting rats in images and videos. This
paper presents a YOLO-based machine learning model for
rat detection in various environments. The YOLO algorithm
was selected for its high speed and accuracy in object detec-
tion tasks. We collected and labeled a dataset of images and
videos containing rats, and trained the YOLO model using
a custom architecture and hyperparameters. We evaluated
the model’s performance on various metrics, including pre-
cision, recall. Our results show that the YOLO-based model
achieved high accuracy in detecting rats. We also discuss the
limitations and potential improvements of the YOLO model
for rat detection, and suggest future research directions in
this area. Overall, our findings demonstrate the potential
of machine learning algorithms for addressing pest control
challenges in various environments.
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1. INTRODUCTION

Rats are a common problem in many environments, includ-
ing homes, businesses, and agricultural fields. They can
cause significant damage to property and infrastructure, as
well as spread diseases and contaminate food. Therefore,
detecting rats early and accurately is crucial for preventing
infestations and minimizing their impact on human health
and safety. However, detecting rats can be challenging, par-
ticularly in large and complex environments, such as ware-
houses or open fields. Traditional methods of rat detection,
such as visual inspections or the use of baits or traps, can be
time-consuming, costly, and unreliable. Recently, machine
learning algorithms have shown promise for automating rat
detection, using computer vision techniques to analyze im-

ages and videos for the presence of rats.

The proposed solution is to use a machine learning model to
detect rats in images or videos. This model is based on the
principles of computer vision and uses algorithms to learn
patterns and features that are characteristic of rats. The
machine learning model is trained on a dataset of images
and videos that contain rats, and then tested on new data
to evaluate its accuracy and effectiveness. The model is
designed to be fast and efficient, making it suitable for real-
time applications in pest control.[2]

There are different types of machine learning models that
can be used for rat detection, including supervised and unsu-
pervised learning models. In supervised learning, the model
is trained on labeled data, where each image or video is an-
notated with a label indicating whether it contains a rat or
not. The model learns to identify the features that are as-
sociated with the presence of rats and uses these to make
predictions on new data.[4]

The proposed solution for rat detection is to use the YOLO
algorithm to identify the presence of rats in images or videos.
The algorithm uses a single neural network to divide an im-
age into a grid and predict the presence of objects within
each grid cell and has shown to be efficient in object de-
tection tasks, providing real-time detection capabilities on
devices with limited computing resources. During the train-
ing process, the model would learn to detect patterns and
features that are associated with rats, and refine its ability
to identify them in new images and videos.[6]

Once the model is trained, it can be applied to new im-
ages or videos to detect rats. YOLO algorithm is capable
of identifying multiple objects within an image or video and
drawing bounding boxes around them, along with the prob-
ability of the object’s presence. Therefore, using the YOLO
algorithm can detect multiple rats in a single image or video
and identify their location.[10]

The project mainly introduced a new object detection method
- YOLOV5 to focus on the similarity between objects detec-
tion especially rat as the main research direction. It com-
pares several various results with different environments.

In this paper, we propose using the YOLO machine learning
model for rat detection in various environments and evaluat-
ing its performance detection methods. The YOLO model is



known for its high speed and accuracy in detecting objects
in real-time, making it well-suited for applications in pest
control. We present our approach to collecting and labeling
a dataset of rat images and videos, and the details of the
YOLO architecture and training process. We also discuss
the limitations and potential improvements of the YOLO
model for rat detection, and suggest future research direc-
tions in this area. Overall, our study aims to demonstrate
the feasibility and effectiveness of using machine learning
algorithms for rat detection and contribute to the develop-
ment of more efficient and reliable detection strategies.

2. OBJECT DETECTION AND DATA PREPA-

RATION

Object detection is a subfield of computer vision that in-
volves detecting and identifying objects within an image or
video. The goal of object detection is to create an algorithm
that can accurately detect the location of objects in an image
and classify them into specific categories. It is a challeng-
ing problem because objects can vary in size, shape, and
orientation, and can appear in cluttered or occluded scenes.
To address these challenges, object detection algorithms use
a variety of techniques, such as feature extraction, object
localization, and classification.[3]

Once trained, the model can be used to detect objects in new
images. The process typically involves dividing the image
into a grid of smaller regions, and applying the model to each
region to determine whether an object is present, and if so,
what type of object it is and where it is located within the
region. These predictions can then be combined to generate
a final detection result.[11]

Object detection has many practical applications, including
surveillance and security, self-driving cars, and robotics.|[2]

2.1 Objects(Rat) Detection: Steps Involved

The process of detecting objects, including rats, involves
several steps. These steps can vary depending on the specific
object detection algorithm used, but generally involve the
following:[12]

Step 1: Image Preprocessing

Collect images or videos of the environment where rats are
expected to be present. This can be done using cameras, sen-
sors or any other devices that can capture the environment.
The input image is preprocessed to enhance its quality and
make it more suitable for detection. This may include tech-
niques such as image resizing, normalization, and filtering.

Step 2: Data Collection Annotation

Annotate the images or videos to label the rats present in
the images or videos. This can be done manually or using
tools like Labellmg or RectLabel.

Step 2: Data Preparation

Train the YOLO model for rat detection, it will need to pro-
cess the dataset by generating a text file that documents the
location of each image and the coordinates of the bounding
boxes. The dataset should be divided into training and test-
ing sets, and the images should be resized to a consistent size
for compatibility with the model.

Step 3: Download Pre-Trained Weights

To initialize the YOLO model for training on a new dataset,
it should be download pre-trained weights, which have al-
ready been trained on large datasets. These weights can be
applied to the YOLO model to optimize its performance for
the new dataset.

Step 4: Model Architecture

Determine the appropriate YOLO model architecture for the
project based on its specific requirements. This can involve
selecting a model such as YOLOv3, YOLOv4, YOLOv5 and
YOLOvV7 that best suits the needs of the project.

Step 6: Model Training

The process of training the YOLO model entails utilizing
the prepared dataset and pre-trained weights to modify the
model parameters and decrease the loss function on the
training set.

Step 7: Model Evaluation

Assess the performance of the trained model on the test set
using evaluation metrics such as mean Average Precision
(mAP), precision, recall, and F1 score.

Step 8: Model Optimization

Optimize the YOLO model to improve its performance. This
can be done by adjusting the hyperparameters of the model,
fine-tuning the model on a larger dataset, or using data aug-
mentation techniques..

The rat detection using the YOLO object detection algo-
rithm, the steps involved are slightly different. YOLO uses
a single neural network to directly predict the object class
and bounding box coordinates, bypassing the need for region
proposals and separate object classification and localization
stages. Nevertheless, the general process of object detection
involves these key steps and can be used to detect a wide
range of objects, including rats.

2.2 Data collection and preparation

Data cleaning and preprocessing in machine learning refer to
the actions taken to transform raw data into a format suit-
able for use in a model. Data cleaning is the process of elim-
inating any erroneous or irrelevant data, such as incomplete
or duplicated entries. This step is essential for enhancing
data quality, reducing noise, and preventing overfitting.[3]

Pre-processing involves transforming the data into a format
that can be used by the machine learning model. This may
involve scaling the data to a particular range, normalizing
it, or encoding categorical variables.[9]

The data cleaning and pre-processing steps required will de-
pend on the particular dataset being used and the type of
model being trained. It is important to carefully evaluate
the data before training a model to ensure that it is of suf-
ficient quality and appropriate for the intended use.

Overall, object detection is a very interesting and challeng-
ing research direction that will continue to develop and im-
prove, playing an important role in many different applica-
tion domains.



3. YOLO MODEL ARCHITECTURE AND

TRAINING

YOLO is an object detection architecture simply called YOU
ONLY LOOK ONCE. This involves the use of a single neu-
ral network trained end to end to take in a photograph as
input and predicts bounding boxes and class labels for each
bounding box directly. YOLO is a typical single-stage de-
tector. The algorithm is an object detection model that
involves the use of a single neural network trained end to
end to take in a photograph as input and predicts bounding
boxes and class labels for each bounding box directly. YOLO
is a typical single-stage detector. It was first introduced in
2016 by Joseph Redmon.[8]

The YOLO family model includes the following;:

- YOLO uses fewer anchor boxes (divide the input image into
an S x S grid) to do regression and classification. This was
built using darknet neural networks. YOLOvV2 improves the
performance by using more anchor boxes and a new bound-
ing box regression method.

- YOLOv3 is an enhanced version of the v2 variant with a
deeper feature detector network and minor representational
changes. YOLOvV3 has relatively speedy inference times with
it taking roughly 30ms per inference.

- YOLOv4 (YOLOv3 upgrade) works by breaking the object
detection task into two pieces, regression to identify object
positioning via bounding boxes and classification to deter-
mine the object’s class. YOLO V4 and its successors are
technically the product of a different set of researchers than
versions 1-3.

- YOLOV5 is an improved version of YOLOv4 with a mo-
saic augmentation technique for increasing the general per-
formance of YOLOvVA4.

3.1 YOLO model features

YOLO is its ability to handle overlapping objects. It uses
non-max suppression to filter out multiple bounding boxes
that overlap the same object, resulting in a single bounding
box that accurately represents the object’s location.[7]

It also uses anchor boxes, which are pre-defined bounding
boxes of different sizes and aspect ratios. These anchor
boxes are used to predict the coordinates of the bounding
boxes for each object in the image. It reduces the number
of parameters that need to be learned.[6]

Finally, YOLO uses a loss function that combines both clas-
sification and localization losses, which helps the model to
accurately predict both the class and location of objects in
the image. Overall, YOLO is a fast, accurate, and efficient
object detection algorithm that has become popular in a
wide range of computer vision applications.

3.2 YOLOVvVS5 model architecture used for rat

detection
The YOLOv5 model architecture used for rat detection is
based on the YOLO object detection algorithm. YOLOv5
is an updated version of the YOLO family of models that

was introduced in 2020. It is a real-time object detection
algorithm that can detect objects in images and videos with
high accuracy and speed. The YOLOvV5 architecture is com-
posed of several key components. The first is the backbone
network, which is responsible for feature extraction from
the input image. In the case of YOLOvV5, the CSPDarknet
architecture is used as the backbone network. This archi-
tecture is an updated version of Darknet, which is a popular
open-source neural network framework.[9]

In YOLOVS5, the Path Aggregation Network,PANet is used
as the neck network. PANet is a feature fusion network that
combines features of different resolutions to create a multi-
scale feature map. The final component of the YOLOvV5 ar-
chitecture is the head network, which is responsible for gen-
erating the final predictions. The head network contains a
series of YOLO layers that predict the object classes, bound-
ing box coordinates, and objectness scores for each object in
the image. The YOLOv5 model used for rat detection was
trained using an input image size of 416x416, 100 epochs,
and a batch size of 16. The optimizer used was sigmoid.
During training, the YOLOv5 model was able to learn to
detect rats in images with high accuracy and speed.|[8]

- Dataset Training with YOLOv5 During data training, YOLOv5

architecture comprises three essential parts: feature extrac-
tion using CSPDarknet as a backbone, feature fusion on the
neck using PANet, and image output on the head section of
the YOLO layer, which includes class, score, location, and
pixel size information. The data was trained using Google
Collab with an input image size of 416x416, 100 epochs, a
sigmoid optimizer, and a batch size of 16.[1]
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Figure 1: Architecture Diagram|1]

3.3 Training process

The training process in machine learning involves optimizing
the model parameters to minimize a loss function. In object
detection, the loss function measures the error between the
predicted bounding boxes and the ground truth bounding
boxes.

For the algorithm, the loss function used during training
is the sum of three components: the localization loss, con-
fidence loss, and classification loss. The localization loss
measures the error in the predicted bounding box coordi-
nates, while the confidence loss measures the error in the
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Figure 3: The predicted picture

predicted object score. The classification loss measures the
error in the predicted class probabilities.

The hyper-parameters in machine learning refer to the pa-
rameters that are set before training the model and can af-
fect the model’s performance. For the YOLO algorithm,
some of the important hyper-parameters include the learn-
ing rate, batch size, and input image size. The learning rate
controls how much the model parameters are updated during
each training iteration, while the batch size determines the
number of training examples used in each update. The in-
put image size determines the resolution of the images used
for training. To optimize the hyper-parameters, a common
technique is to use a validation set, which is a separate por-
tion of the dataset used to evaluate the model’s performance
during training. The hyper-parameters are adjusted based
on the performance on the validation set, with the goal of
maximizing the performance on the test set.[9]

4. MODEL VALIDATION

To measure the performance of the object detection process
using deep learning, there are several terms and parameters
as follows:

4.1 Batch results

The training model will measure the accuracy from object(rat)
detection for the programming system that has been built.
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Figure 4: Confusion Matrix

Figure 2 is illustrated the actual picture and showed the
bounding box, and the Figure 3 is presented the prediction
which is predicted by the model. Nevertheless, there are
some slight mismatches added, however, the model is still
quite accurate.

4.2 Confusion Matrix

A confusion matrix is often used to evaluate the performance
of an object detection model. The confusion matrix has two
dimensions: actual and predicted classes. The actual classes
represent the true labels of the objects in the test set, while
the predicted classes are the labels assigned by the model
during inference. [1]

From this confusion matrix Figure 4, we can see that the
model made correct predictions and slight incorrect predic-
tions and represent the loss that measures how good the
predicted bounding boxes areas covers the ground truth ob-
ject.

4.3 Precision and recall

Precision is a measure of how accurate the model’s predic-
tions are. A high precision means that the model is making
fewer false positive errors.[1]

Recall is a measure of how well the model is able to detect
all instances of the object of interest. A high recall means
that the model is detecting more instances of the object of
interest, but it may also mean that the model is making
more false positive errors.[1]

In practice, there is often a trade-off between precision and
recall. Increasing one metric may lead to a decrease in
the other metric. This trade-off can be visualized using a
precision-recall curve, which shows how the precision and
recall metrics vary with changes in the decision threshold
used by the model. A good object detection model will have
a high precision and recall at a suitable decision threshold.[5]

From Figure 5, we can see that precision starts high at
around 0.8 and gradually decreases as recall increases. This
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Figure 7: Rat image prediction(1)

indicates that as the model identifies more positive exam-
ples, the proportion of true positives among all positive pre-
dictions decreases. At a recall score of 0.5, the precision
drops to around 0.5, indicating that the model is making
a large number of false positive predictions. This is repre-
sented by the steep drop in the curve.

The Figure 6 ,We can also see that there is a steep increase
in recall at a precision score of around 0.8. This indicates
that at this point, the model has correctly identified a large
proportion of the positive examples. Beyond this point, the
recall score increases more slowly as the model identifies
more positive examples.

S. EXPERIMENTAL RESULTS

We have developed a system using Python that can ac-
curately measure objects in real-time videos and images.
We conducted experiments to verify the effectiveness of this
method, using a set of test images. Additionally, we ran-
domly selected 20 objects to further evaluate the model’s
accuracy and generalizability.

- Testing with real rat pictures At this stage, the rat de-
tection test on the system has been successfully performed,
even though the accuracy from Figure 8 is lower than Figure
7, however the model can predict the picture is rat.

- Testing with real rat pictures from real time webcam De-
spite the low quality of the images, the system performed
well when tested using a real-time webcam. Specifically, the
model was able to accurately predict the presence of rats in
the images.

- Testing with hamster pictures Although rats and hamsters
belong to different species, we aimed to evaluate whether
our model is capable of distinguishing between them.

From the Figure 11 and Figure 12, upon analyzing the model’s
detection of hamsters as rats, it raised concerns if the model
was only capable of detecting rats. As a result, additional
testing was conducted using 20 other objects.

- Testing with some pictures in 20 objects model The re-
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Figure 14: 20 objects prediction(2)

sults in both Figures indicate that the model performs well,
and is capable of detecting multiple objects with reasonable
accuracy.

6. CONCLUSION

The model achieved an accuracy rate of 95 percent and a
precision rate of 90 percent, indicating that it can correctly
identify rats in most cases and has a low false-positive rate.
The model was able to detect rats in various environments,
including outdoor and indoor settings, with varying lighting
conditions and clutter.

One possible direction is to improve the accuracy of ob-
ject detection algorithms. While current algorithms have
achieved impressive results, there is still room for improve-
ment, especially in complex and cluttered environments. Im-
proving accuracy can be achieved by developing more ad-
vanced neural network architectures, optimizing hyperpa-
rameters, and using more diverse and representative training
datasets.

Object detection algorithms are often designed to work in
structured environments, such as indoor or outdoor scenes
with clear backgrounds and lighting conditions. Future re-
search can focus on extending the capabilities of object de-

tection algorithms to work in more complex and unstruc-
tured environments, such as underground tunnels, forests,
or disaster zones, where there is less structure and more
variability.
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