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1.

Introduction

Our objective for the SS2023 semester project was create to an edge computing
solution todetectpets at sensor nodeand subsequentlgtore the results in the
cloud.

Cloud computing involves sending data to cloud for processing and storage, while
edge computing processes data at the edge node and only transmits a limited
amount of data to theloud for storage. Edge computing offers numerous
advantages comparetb traditional cloudcomputing approaches. It provides
improved latency by processing data near the sourcedgenode.Additionally,
edgecomputingsolutionsrequirelessbandwidthsincedataisprocessed at the edge
node. These solutions are scalabigiable, coseffective and prioritizeprivacy

and security.

2. Architecture Diagram

In the givenarchitecture diagranthe edge node performthe machine learning
algorithmon its own deviceand calculatesthe expectedresult. Unlike cluster
managedetup this configuratiordoesnotrely on multiple sensornodes fordata
captureand processing.This is a fundamentalconceptusedin Edge computing.
In theevent ofsensornode failure,the other sensors nodes runningn edge
computing topology take over the task of capturing objects and performing
necessarycomputation. The local processingf data onthe edge node itself
delivers faster and efficient results, eliminatingthe latency associated with
transferring data back andforth to a clusterfor processing.

The Ul application has been developed using React, a framework that allows for
rendering results. The displayed results include confidence intervals indicating the
certaintyof detectingpets.

By usingthe CLI is an effective methodfor assessinghe overall healthof cluster
andmonitoring the status of various nodes, pods and services that are operating in
theCluster.

In the cluster there is one master node and three worker nodes. The master node
manage activeewices,managepod healthandhandleload balancingfor incoming

traffic. MinlO operates in a single pod using the Single node Single Drive
deployment mode. Multiple pods are running for Ul applications to distribute the
incomingtraffic.
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3. Hardware and Software Configuration
3.1 Hardware Configuration in EdgeNode
3.1.1Raspberry Pi 4

The Raspberry Pi 4, developed by Raspberry foundation, is an affordable and high
performancesingleboardcomputemwith versatileapplicationsn areadike homeautomation,
computervision IOT and Al. It supports various operating systems including Raspbian,
Debian Ubuntu, windowand Linux andis compatiblewith popularprogramminglanguages
suchasPython,C andJava.

In the context of Pet detection,the RaspberryPi 4 equippedwith the RaspberryPi 4
BULLSEYEG64-bit DebianOS servesasan edgeaode.
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Raspberry Pi

To setup the sensor node, we installed Raspberry Pi OS 64 bit using the Raspberry Pi Imager
tool.

The OS can be selected from tBeoose OSption on the tool. The storage i.e., the SD card
was set using th€hoose Storageption of the tool. Once both these are set, we can write the
OSon theSD card usingheWrite Optionof thetool.

TheSD cardwastheninserted baclknto theRaspberrpi4 SBC.

3.1.2 Raspberry Pi Cameramodulev2
TheRaspberryPi Cameranodulev2, anofficial moduleby Raspberrfoundationcaptures

high-quality video and images.It is connectedto Raspberryand plays a crucialrole in
capturingramesfor live petdetection.

3.2 Software Configuration in EdgeNode

3.2.1Python

Python is widely used higlkevel programming language for computer vision object
detection, and it is supported by on Raspberry Pi withrgtlled OS support. Poputdiject
detectionframeworkdike OpenCVoffer PythonAPIs for traininganddepbyingmodels.

3.2.20penCV

OpenCV is a popular and widely used opensource computer vision library, is highly
compatible with Raspberry Pi4. It offers a large set of algorithmdguaudionsfor imageand
video processingncludingobjectdetection.
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3.2.3YOLOV5

YOLOV5(You Only Look Onceversionb) is ahighly advancedeal
time objectdetection model that is widely used in computer vision
applications, it requireligh powerful GPU. It can be usedon the
RaspberryPi 4 for objectdetection.

It requiresan OpenCVilibrary, in our projectYOLOV5 is usedfor to
train anddetect®etsfrom thelive camera feed.

3.2.4MinlO Client library

MinlO is a object storage server and Minbdlent library provides
simple APIs toto assesMinlO and carry out operationssuch as
bucketlisting, objectcreationandisting.

4 Build A Raspberry Pi Kubernetescluster with K3S.
4.1 Installation of Raspberry Pi OS

At startwe needto downloadRaspberryPi Imagerandinstall it on
local machine.

Once installed, ogn the program and select the Raspberry Pi OS
(64-bit) as the operatingystem.Nextjnsertthe microSD card into
your computerandchoosat asthetargetfor theinstallation.

After selectingthe SD card,click on the "Write" buttonto flash the
cardwith the RaspberryPi OS versionOncethe flashingprocesss
complete, yowneed toensurehatthe hostnetworkis available.

For Raspberry P04, you willinstall and configure Raspberry Pi OS
Lite (64-bit) in the same way dsefore.EachRaspberryPiwill have

a uniguehostnameassignedo it, suchas"Kmaster"for the master
node and "knodel" for worker node 1. After assignitige
hostnames, you should configure the-M/settings and enableSSH
with passwordauthentication.
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Fig. 2. Networksetup.

After installingthe operatingsystemijt is importantto modify thedhcpcd.confile locatedin the"/etc"
directory. This file allows you to configure the IP addresses for the sensor node and the master node
For thesensor node, you should set the IP address as 192.168.0.99, while for Bhspiherry RO3
devices, théPaddresshould besetas192.168.0.100.
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Once you have made the necessary configurations in the dhcpcd.conf file, you can power on
all the RaspberryPi devicesand verify if they have successfullyconnectedo the current
network. To confirmthe setup, youcan usethe ping command followed by the respective
hostnames.

ping kmaster.local
ping knodel.local

Fig 3. ping CommandExecution

4.2 Creating K3s Kubernetes Cluster

The RaspberryPi cluster utilizes a lightweight Kubernetesdistribution called k3s. This
distribution, k3s,is specificallydesigned to cater to 10T solutions that involve devices with
limited resources, such &aspberry Piboards.

To install K3s on the master node, you can execute a given command. This command fetches
the K3sinstallationscripusing the “curl’ command and executes it as a shell script using ‘sh’.
This process installhe K3s serveronthemastemode.On the otherhand,theworker nodes,

which areRaspberrypis,will have
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K3s worker installed on them. Ontee installation is complete, all the agent nodes, including
the workernodes, will be registered and connected to the master node. After this step, the
token from the master nodanbereadfrom thefile, With thistoken,k3s canbe Installedon

workernodes bythefollowing command:

curl sfL https://get.k3s.i¢K3S_KUBECONFIG_MODE="644%h-s

lines 1-23|
O P v

After this step,thetokenfrom the master nodeanbereadfrom the file shownon figure 13.
With this token,k3s can benstalledon workemodes bythe following command:

curl sfL https://get.k3s.igk3S_TOKEN="<TOKEN>"K3S_ URL="https://<master_node_ip>:6448T"

10| Page
CloudComputingProjectReportg



Fig: TokenCommandExecution

5 Implementation

5.1 EdgeNodeand CameraModule SetUp for Object Detection

To setup RaspberryPi 4 as an Edge Node with the Pi CameraModule v2, the following

Stepsarefollowed.
Install and bootthe Raspbian OS:RaspberryPirunsbullseye,a 64-bit DebianOSOn an SD
Card. It boots the Raspbian Desktop and can be accessed remo@SH{RUTTY) o’VNC

Viewer.

1. Connect the Pi Camera module v2To enable camera module on Raspberry Evdnectt
to dedicatedcamergport andupdatethe configurationusingresptconfig.

2. Install OpenCV and Python Packages:Pythonis preinstalledin RaspberryPi 4.Python
dependencielike NumPyanOpenCV isinstalledfor objectdetection.
To upload the detected image to MinlO, The MinlO Client library for Pythonis
installed. This will allow interactwith the MinlO serverfrom the Python code.
For NumPyinstallationfollowing commandsreused

(a) Installpip packagenanage.
# sudoaptgetinstall python3pip

(b) Usepip to install Python# pip3 installPython

6 Creating the Pets DetectoModel

Data Collection and Labeling: Collectimagesof petsandannotate them toreatea trainingdataset.
Thedataseshouldconsistof diversePets positions, lightingariationsandbackgrounds

11| Page

CloudComputingProjectReportg



2) Dataset Preparation: The dataset is divided into two sections: a training set and a validation
set. Thetraining setis employedto train the model, while the validationsetis employedto
asses#s performance.

3)Hardware and Software Setup:A suitable hardware platform, such as a powerful desktop
computeror a GPU instancein the cloud, is selectedfor model training. In this scenario,
Google Colab is utilized as a cloueébased computing resource. Tkssential software
components and libraries, includingleeplearningframework likePyTorch orTensofrFlow,
alongwith theYOLOV5 implementation
areinstalled.

4) Model Initialization: The architectureof YOLOvV5 andpre-trainedweightsfrom a largeimage
classification datases$ obtained by downloadinthem.

5) Configuration: The YOLOvV5 configurationfile is adjustedto match the attributesof the
datasesuchasthenumber of classes, inpumagesize, andhecountof anchor boxes.
Hyperparametersor the training processjike the learningrate, batch size, and numberof
epochsareconfigured.

6) Training: The training process begins by providing the model with the training set images and
their respectivelabels. The progressof the training processis monitored,which involves
tracking
thelossfunction andthe accuracyof the validation set. Model weightsare savedperiodically
or wherthevalidation setccuracyreaches specified threshold.

7)Model Evaluation and FineTuning: The trained YOLOv5 model is utilized to conduct
object detectoomn a test set of i mages. The model 6s
metrics such as precisiorgcall, and Fiscore. If needed, the modahdergoes finduning,
and the evaluation process is repeateehtovance its performance. By adhering to these steps,
a YOLOv5 model can be trained using a datasetitaparformance can be assessed for the
speci fic task of pedtmodelehatdastbaamhertrainbdudira576 pr e t
images, 2@&pochs.

[ Using This Model in Raspberry Pi V4 With Raspberry Pi CameraV2

1) Selectionof Trained Model: A YOLOv5 modelthat hasbeentrainedon datasetisselected
for use.

2) Setting up the SensorNode: To function as thesensornode,a RaspberryPi 4 board has
beenselectedndconfiguredwith a64-bit versionof the Raspbiaroperatingsystem.

3) Connectingthe Camera: TheRaspberryPi 4 boardis connecteavith a RaspberryPiCamera
v2to capturetheimagesof environment.

4) Transferring the Model and Libraries: The YOLOvV5 model, alongwith all the essential
librariesrequiredor its executionaretransferredo the RaspberryPi 4 board.

5) Configuring the Raspberry Pi 4: Thesetupof the RaspberryPi 4 boardinvolvesconfiguring
it to executethe YOLOV5 model, utilizing the RaspberryPi Camerav2 as theinput source.
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6) Running the Model: OntheRaspberryPi4 board,the YOLOvV5 modelis executedo
conductobjectdetectionon theimagesacquiredthroughthe RaspberryPi Camerav2.

7) Processing and Communication of ResultsAfter processing the detection outcomes, the
resultsarégransmittedo the mastemodefor additionalanalysisandevaluation By following
these stepshe trained YOLOV5 model can be used on a Raspberry Pi 4 board with a Raspberry Pi
CameravZor thetaskof ratdetection.

train: Scanning /confént/dr'ive/MyBrive/yélva)détasetS/traiﬁl/label's.cachE... 2576'imé§és, 84 Bé'ckgrouhc'is,
train: Caching images (2.2GB ram): 100% 2660/2660 [00:12<00:00, 205.59it/s]

Epoch GPU_mem box_loss obj_loss cls_loss Instances Size
18/19 5.13G 0.01976 0.009863 0.002198 12 640: 100% 167/167 [00:38<00:00, 4.37it/s]
Class Images Instances P R mAP50  mAP50-95: 100% 24/24 [00:07<00:00,
all 746 738 0.964 0.983 0.979 0.82
Epoch GPU_mem box_loss obj_loss cls_loss Instances Size
19/19 5.136 0.01906 0.009646 0.001863 9 640: 100% 167/167 [00:38<00:00, 4.37it/s]
Class Images Instances P R mAP50  mAP50-95: 100% 24/24 [00:07<00:00,
all 746 738 0.963 0.978 0.98 0.821
20 epochs completed in 0.256 hours.
Optimizer stripped from runs/train/exp12/weights/last.pt, 14.4MB
Optimizer stripped from runs/train/exp12/weights/best.pt, 14.4MB
Validating runs/train/exp12/weights/best.pt...
Fusing layers...
Model summary: 157 layers, 7015519 parameters, @ gradients, 15.8 GFLOPs
Class Images Instances P R mAP5@  mAP50-95: 100% 24/24 [00:10<00:00,
all 746 738 0.963 0.978 0.98 0.821
cat 746 251 0.962 0.98 0.981 0.85
dog 746 487 0.963 0.975 0.978 0.792

Results saved to runs/train/expl2
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Confusion Matrix: The confusion matrix is a commonly used tool to assess the effectiveness of an ol
detection model. It consists of two dimensions: actual classes and predicted classes. The actual clas
to thetruelabels oftheobjectsin thetestdatasetwhile the predictedclassesarethelabels assignedy the
modelduring itsinferenceprocess.
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By examiningthe confusionmatrix, we canobservethatthe modelhas madeccuratgredictions irmost
cases, with only a few minor errors. These errors indicate that the model's predicted bounding boxes
slightly deviate from the ground truth objects. The concept of "loss" comes into play here, as it quant
how wellthe predictedbouding box areascoverthe actualobjects.

Confusion Matrix

Predicted

background

. . . - 0.0
cat dog background
True
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8 DockerImages

To runtheprogramon acluster,it is necessaryo generatelockerimages.Thedifficulty lies in
creatingdockerimagesspecificallytailoredfor theraspberrypi CPUarchitectureTo address

this challengeDockeris installedon aRaspberryPi 4, andthedockerimagesaregeneratean this device.
Oneof theseémagesassociatedvith the programrunningon thesensomode,will beexecutedocally

on theRaspberry Pi 4. The other two images, intended for the logger program on the back end and
thefront-end websitewill beuploaded tdockerHub for deploymenbn thecluster.
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9 MinlO Object StorageDeployment

MinlO was selected as the database for the image detection software because it is specifically
designed tchandlethe storageof objects,suchas images,which is a requirementfor this
software.Severalfactorsweretakenintoconsideration before choosing MinlO. Its scalability,
resilience, and the availability of a RESTAHI customized for use in Kubernetes clusters are
some of the beneficial features. To deploy MinlOdeploymentartifact is utilized, and a
serviceis createdto provideaccess tthecommandine interface.

MinlO canbesetup in various modes withirthe cloud network. In this project,the Single
NodeSingleDrive modewasemployed.

The Multi-nodemulti-drive moderequiresmorepowerfulhardwareto ensuresynchronization
betweemultipleinstancesf thedatabase runningn thecluster.

10.Backendand Frontend Technology:

In order to develop both the backend and frontend components of the application, we opted
for Next.js, anetaframework for React.js that offers ftdtack capabilities. Next.js allows us

to build the frontend usirigeact.js and provides an abstraction for creating REST endpoints.
One notable advantage of Next.js isfils-based routing system, which reducesrbed for
extensive configuration compared to otframeworks.

Another significant benefit of choosing Next.js is the simplified deployment process. By
using Next.js, wecan managethe deploymentof a single applicationhostedon the same
server instance and URL. In our case, the application is accessible through
http://localhost:3000, while all REST endpoints are accommodatedder
http://localhost:3000/api
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i. Backendand Frontend Functionality :

Thefrontendcomponentonsistf asingleroutethatdisplays dist of all thedetectegets.Ontheother
hand,thebackendcomponenprovidesthreeendpoints:

EndPoint Descriptions

S
GET /api Returns dist of all detectegpetsalong withtheir correspondingvlinlO URLS.
Post/api Storesanimageandrelateddatain MinlO. Saveghe MinlO URL andassociatedatsg

in thedatabase.
GET /apilid] | Retrievesnformationfor aspecificinstanceof adetected perom thedatabase.

Identifiedby "id" parameter.

ii. Database Technology

For the database, we employed a Cloud Database service called PlanetScale, which utilizes
MYSQL and Vitess for hosting and managing databasedeployments.PlanetScalealso
supports horizontal scaling, which was particularly advantageous given the limited
performance capabilities of the Raspberry Pi 3oBlpading our database to PlanetScale, we
were able to free up resouramsthe Raspberry Pi 3 for othegrvices.

Additionally, we leveraged Prisma, a typafe ORM for TypeScript that supports various
SQL database®risma eliminates the need to write manual queries and mitigates the risk of
SQL attacks, such as queiyjection. This integration with our backendwas seamless,
resulting in a backendcomprisedof only two files and approximately 40 linef code,
including thenecessarpoilerplatecode.
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List All Pets

http://localhost:3000/api

Bulk Edit
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Results
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